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The installation of embedded
ultrasonic transducers inside a bridge
to monitor temperature and load
influence using coda wave
interferometry technique

Xin Wang1 , Ernst Niederleithinger1 and Iris Hindersmann2

Abstract
This article presents a unique method of installing a special type of embedded ultrasonic transducers inside a 36-m-long
section of an old bridge in Germany. A small-scale load test was carried out by a 16 ton truck to study the temperature
and load influence on the bridge, as well as the performance of the embedded transducers. Ultrasonic coda wave inter-
ferometry technique, which has high sensitivity in detecting subtle changes in a heterogeneous medium, was used for the
data evaluation and interpretation. The separation of two main influence factors (load effect and temperature variation)
is studied, and future applications of wave velocity variation rate F for structural health condition estimation are dis-
cussed. As a preliminary research stage, the installation method and the performance of the ultrasonic transducer are
recognized. Load- and temperature-induced weak wave velocity variations are successfully detected with a high resolu-
tion of 1024%. The feasibility of the whole system for long-term structural health monitoring is considered, and further
research is planned.
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Introduction

Bridges play an essential role in improving civil infra-
structure and developing the economy. Environmental
and mechanical factors or excessive use accelerate the
deterioration of bridges. Over the past 20 years, more
than 120 bridges have collapsed worldwide, causing
economic losses and casualties. Many of them were due
to the aging problem and untimely maintenance; most
bridges still rely on temporary in-field non-destructive
testing (NDT) methods to evaluate their condition and
estimate damage. Various NDT techniques for concrete
bridges are presented in Rehman et al.1 Thus, real-time
and long-term bridge condition assessment is becoming
a focus of intense research. Structural health monitor-
ing (SHM) is a promising technology that aims to mon-
itor a structure during its whole service life, following
all changes and events that occur in the structure,
including geometric or elastic properties and defects,
and so on. Therefore, a pre-warning can be given to
avoid major losses before the condition of the bridge
reaches a level that requires maintenance.

A great deal of literature on SHM has been pub-
lished since the 1970s; however, there is still a gap
between academic research and industrial applications.2

A massive quantity of multiple types of SHM data on
different structures has already been collected by
researchers. One of the main difficulties we are facing is
interpreting the collected data and separating different
factors. As a consequence, the development of novel
sensors and the upgrade of new algorithms are two cru-
cial topics for SHM.
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The most common long-term SHM techniques for
bridge monitoring are mainly based on strain, displace-
ment, and acceleration data collection. These data will
be adopted to update the numerical model of the bridge
in order to predict the structural behavior.3 Plenty of
studies have presented a variety of sensors such as
strain gauges (SG),4–6 fiber optic sensors (FOS),7–10 and
accelerometers11–13 to collect strain, displacement, and
vibration acceleration data on real bridges. Though
there are distinct advantages to using these sensors, they
have a variety of drawbacks. SG is low-cost, efficient,
and easy to install; however, due to its low durability, it
can hardly meet the demands of long-term SHM. FOS
has excellent endurance, and it also has a strong resis-
tance to corrosion and electromagnetic interference.
Distributed strain in a large area can be monitored by a
single fiber line. Despite this, as fibers are fragile, partic-
ular layers and packaging material are required for pro-
tection. Extra care must be taken during the fiber
installation. Moreover, depending on the acquisition
frequency, the amount of data recorded by FOS is usu-
ally enormous, and the interrogators are normally
costly. As most of these sensors are integrated on the
surface of a structure, the influence of external environ-
mental factors needs to be taken into account. Four
representative applications of SHM on real bridges are
listed as examples in Table 1.

As wave characteristics correlate to the physical and
elastic properties of the material, performing active
sonic methods on the surface of a structure has shown
great efficiency for NDT. However, they have not yet
been widely used for long-term SHM, especially inside

a structure. According to existing studies, there are two
different passive sonic methods: The proven solution is
acoustic emission (AE),17,18 which detects the energy
release caused by a physical process such as the occur-
rence or development of damage. Early-stage damage
can be detected and located19 by AE. However, the AE
signals are normally weak; the noise in field conditions
might greatly disturb the AE signals. Moreover, a huge
amount of data is acquired during AE monitoring due
to the high acquisition sampling rate, which increases
the data processing cost. A brand new passive method
was presented by Salvermoser et al. to monitor
temperature-induced weak wave velocity variation in a
bridge using the coda wave interferometry (CWI) tech-
nique.16 The passive wave was generated by the noise
of vehicles passing the bridge’s expansion joints. Thus,
this method relies on the traffic activity volume. Data
were recorded by geophones cemented onto the inner
surface of the box girder. The data analysis was con-
centrated in a low frequency range [2 Hz, 8 Hz], which
caused poor spatial resolution, and the origin of velo-
city change could not be localized. The bridge was
monitored for 2 months, and a health condition estima-
tion using the temperature-induced velocity variation
was discussed. These studies showed the possibility and
potential of the CWI method for bridge SHM.

One solution to the shortcomings of passive CWI
monitoring, expanding on the previous research, is to
perform active monitoring in a higher frequency range
inside the structure so that the scattering effect plays an
important role. The interaction between the high-
frequency signal and heterogeneities in the concrete

Table 1. Four bridge SHM examples.

Bridge Influence factor Sensor or
technique

Physical quantity Advantage Drawbacks

Erqi Yangtze River
Bridge13

Typhoon load GPS,
accelerometer,
anemometer

Displacement,
bridge natural
frequency

Millimeter accuracy Complex system,
need data
integration to
improve accuracy

Binzhou Yellow
River
Highway Bridge14

Moving
vehicle load

Fiber Bragg-grating
(FBG)

Strain High durability,
high accuracy

Fragile, requires
special packaging
material

Ponte Moesa
Bridge15

Damage AE sensor Elastic energy Reliable to detect
wires breaking

Noise disturbance,
heavy data, deals
with irreversible
process but not
steady state

Steinachtal Bridge16 Temperature Geophone and
CWI using passive
noise

Wave propagation
velocity change

High temporal
resolution, low
cost, high accuracy

Cementing on the
surface, poor
spatial resolution,
difficult to localize
origin

GPS: global positioning system; FBG: fiber Bragg-grating; AE: acoustic emission; CWI: coda wave interferometry.
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ensures the sensitivity of the CWI technique. A special
type of embedded US transducer, ‘‘SO807,’’ has been
developed.20 Studies have shown its solid performance
and easy installation during the construction of concrete
specimens21–23 and a real bridge.24 Nevertheless, it has
not yet been implemented inside an existing old bridge.

The main influence factors on bridges are the tem-
perature and traffic load. Both factors can cause a ther-
mal and mechanical stress change.25 When the stress
applied to the concrete is below 40% of its compressive
strength, the stress and strain follow a linear relation-
ship (linear elastic behavior of concrete).26 This rela-
tionship is given by the generalized Hooke’s Law as
sij = Eijklekl,

25 where sij is the stress tensor, ekl is the
strain tensor, and Eijkl is the elastic constant. Hughes
and Kelly27 first derived the acousto-elastic parameter
F, which describes the ratio of the relative wave velo-
city variation to the change in stress based on
Murnaghan’s theory.28 Larose and Hall29 related F to
the non-linear parameter b, which depends on the elas-
tic constant. F can be expressed by F = � b=E,30 where
E is Young’s Modulus and is considered as a constant
when the concrete is in the linear elastic phase. Planès
and Larose then proposed an idea to evaluate the health
condition of a structure by performing a small-scale
load test in Planés and Larose.31 When the stress-
induced FS exceeds a threshold, the structure needs main-
tenance. However, this threshold has not yet been clearly
identified. Temperature plays different roles in different
situations. During a long monitoring period, when the
influence of the real-time traffic on a bridge is weak and,
the temperature has a more significant impact, it can be
used as a source to study the structural responses.3,32 The
temperature variation can cause a stress change. A linear
relationship between the temperature variation and the
corresponding strain change can be assumed and, conse-
quently, can induce a linear stress change.25 Sun and
Zhu33 confirmed that the temperature-induced FT is
larger when the damage level in the tested specimen is
higher. In the load test presented in this study, the load
effect is the main research factor; thus, the temperature’s
influence should be subtracted.

The aim of this study is to install a special type of
embedded US transducer inside an old bridge using a
unique installation method. As a first step, the bridge
was monitored for 24 h and a small-scale load test was
carried out to verify the feasibility of the installation
method and to study the transducer’s performance. The
CWI method was used for data analysis and separation
of the temperature and load effect. Applications for
long-term SHM purposes are considered. The experi-
ment discussed here was carried out to evaluate the setup
and the data-processing methods in advance of a large-
scale load test which is due to take place in spring 2021.

Coda wave interferometry

‘‘Coda’’ is an item first presented by Aki in the seismol-
ogy domain, meaning the ‘‘tail’’ of a seismic wave
recorded during an earthquake.34,35 Later on, it was
proposed for use in NDT purpose by Snieder and col-
leagues36–38 using the later arrivals of a signal. When
US measurement is performed in a high enough fre-
quency range, waves enter a simple or multiple scatter-
ing regime and interact significantly with the
heterogeneities.31 The wave propagation medium func-
tions as an interferometer.36 This is the origin of the
CWI method. A coda wave is considered to be a super-
position of all the scattered and reflected waves in the
heterogeneous propagation medium; waves travel along
a longer and more complicated path than the direct
wave. Accordingly, the effect of a subtle change in the
medium accumulates, leading to the high sensitivity of
the CWI method. The wave propagation velocity is an
essential parameter for analyzing and evaluating the
condition of a structure as it is directly correlated with
the propagation medium’s mechanical properties.
Weak changes in the medium will cause a slight time
perturbation. When the changes in the medium are rel-
atively small, the time shift usually is undetectable by
the first arrivals of a signal. Thus, the traditional
mechanical property evaluation method, such as the
ultra pulse velocity (UPV) test, is not applicable.

A recent method, ‘‘stretching,’’ was proposed in
which weak time-scale perturbation is considered as
dilation or expansion in time.39 As the changes in the
medium are amplified by the wave accumulation, time
delay becomes wider and more recognizable in the later
arrivals of the signal. This method requires two signals
measured in two different states: the reference signal
uu(t) recorded at the initial stage and the signal up(t)
recorded at a new stage after a small perturbation in
the medium. Two useful features, the correlation coeffi-
cient (CC) and relative velocity change (dV/V), could
be extracted by equation (1). up(t) is stretched by a fac-
tor a, which indicates a relative velocity increase or loss
and then be expressed by uu(t(1 + a)). The abest, which
maximizes the cross-correlation between uu(t) and up(t),
is considered to be the dV/V

CC(a) =

Ðt + T

t�T

uu(t0(1 + a))up(t0)dt0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiÐt + T

t�T

u2
u(t0(1 + a))dt0

Ðt + T

t�T

u2
p(t0)dt0

s ð1Þ

The high sensitivity of the CWI method has been
validated in detecting stress-induced velocity
change,22,40,41 temperature variation,42–44 water
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saturation,38,45 and early-stage damage.22,23,46 The
CWI method has also been applied for damage locali-
zation and imaging purposes.21,47,48 The CWI method
detects an overall change in the medium; velocity varia-
tions caused by different factors are not directly sepa-
rated. According to existing studies, the two most
common influence factors on wave propagation velo-
city change for most cases are stress and temperature,
which are also the critical discussion factors in this
study. Zhang proposed a thermal bias control tech-
nique to eliminate both the thermally induced velocity
variation and the experimental bias from a load test in
Zhang et al.44 This method requires a second specimen
with the same geometric size and concrete composition
as the testing object as a reference. Measurements were
performed on both specimens at the same time, except
that no external stress was applied to the reference spe-
cimen. Thus, the a (dV/V) measured by the reference
specimen was mainly caused by the temperature and all
additional experimental bias. According to his research,
when the linear deformation e of the structure is rela-
tively small, the overall a can be expressed as equation
(2)

atest = aS � eS + aT � eT + aN ð2Þ

where aS and aT represent the stress- and thermally
induced dV=V . aN is the additional experimental bias
term. eS and eT are the linear deformation caused by
stress and temperature. In this study, it is not possible
to have another reference bridge. However, the weight
of the truck used in this study is far less than the capac-
ity of the bridge, and the temperature varied by less
than 0.5 C. There was no rain nor snow. Thus, it can
be assumed that eS , eT , and aN are negligible. The total
dV/V can be expressed by equation (3)

aall = aS + aT ð3Þ

Various studies have shown the linear relationship
between wave propagation velocity change and tem-
perature variation.42,43,49,50 Thus, the thermally induced
velocity change during each truck position can be cal-
culated by equation (4), where T(p) is the temperature
at the time when the truck was placed in different posi-
tions p and Tstart is the temperature measured before the
load test start

aT (p) = FT 3(T (p)� Tstart) ð4Þ

The FT can be calculated by equation (5), where aend

represents the velocity change after the load test, after
the truck had left. Tend is the temperature measured
after the load test. Alternatively, it could be estimated
by the slope of the linear regression of the temperature-

velocity curve if the bridge was to be monitored for a
longer period

FT =
aend

Tend � Tstart

ð5Þ

Experimental setup

The duraBASt bridge

‘‘DuraBASt’’ is a demonstration, investigation, and ref-
erence area of the Germany Federal Highway Research
Institute (BASt). It is located at the Cologne-East
motorway junction (A3/A4) in Germany. There is a
bridge on the site, which was built in 1973 but never
put into operation. Different types of innovative sen-
sors for humidity, corrosion, temperature and strain
monitoring had already been installed under the road
surface during the renewal of the bridge. The aim was
the implementation of partial aspects of the ‘‘Intelligent
Bridge.’’

The tested section of the bridge for this study was a
36-m-long and 15-m-wide box girder bridge (Figure 1).
Eight embedded ultrasonic transducers and one ther-
mistor were installed inside the bridge’s lower section
using a unique installation method. Detailed dimen-
sions of the research object and locations of the sensors
are presented in Figure 7.

Embedded US transducer and installation method

Conventional US transducers are normally glued onto
the surface of the structure. The influence of external
environmental factors has to be taken into account.
Moreover, damages often appeared inside the structure
and could not be detected by visual inspections of the
structures. To focus more on the internal changes to

Figure 1. Side view and bottom view of duraBASt bridge.
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the structure and provide an option for long-term
SHM, a special type of embedded ultrasonic transdu-
cer, ‘‘SO807,’’ was developed. S0807 is a 7.5-cm-long
hollow piezoelectric transducer (Figure 2). It could be
operated as both transmitter and receiver. The primary
frequency of SO807 is around 62 kHz, which is consid-
ered to be in the optimal frequency range for monitor-
ing concrete using diffuse waves.51 The next step is to
install the transducer on existing structures. Hence, a
special method was developed in Niederleithinger
et al.20

Figure 2 shows an ‘‘installation module’’ consisting
of a plastic base with a rubber band to fix its position
and ensure a strong sealing to the structure surface, as
well as two PVC tube segments to control the depth.
The segment at the end was wrapped by a self-locking
cable, and a notch was cut to ensure the smooth circu-
lation of the grout. As a first step, the installation
method was tested on a small concrete cube in the
laboratory by following these steps: (a) Drill a hole
with a diameter of 3 cm and with the desired depth; (b)
Insert the sensor installation module and fix with
screws; (c) Seal the gap with glue; (d) Pump in the
grout slowly using a Makita DCG180ZX cordless car-
tridge gun. A slightly expanding and fast hardening
type of grout was used. Grout flow is shown by the
blue arrows in Figure 2. The grout gradually filled the
gap between the module and concrete. Once the hole
was fully filled by the grout, the grout would come out
through the hollow space of SO807 and the PVC tube.
The inlet was then be blocked. Figure 3 shows the long-
itudinal section of the tested cube. This installation
method provided sufficient coupling of the transducer
to the concrete in the laboratory.

It should be noted that the on-site installation was
more complicated than that in the laboratory. The
entire installation process followed Figure 4, and some
processes are shown in Figure 5. Before drilling the

hole in the desired position, an examination by ground-
penetrating radar was carried out to avoid hitting the
reinforcement. In unexpected situations, such as the
presence of holes or a void (Figure 6, blue circle), the
transducer position should be modified slightly. The
positions of the transducers were designed to be at the
four corners of a square with a side length of 1.06 m.
However, they were all modified on-site. The actual
positions of all the US transducers are shown in
Figures 6 and 7. The eight transducers were divided
into two groups for convenience: group A contains
transducer Nos 1–4, which were located in the middle
of line A, and group C contains transducers Nos.5-8,
located on the line C. The distance between each pair
of transducers (SxxEyy: transmitter No.xx, receiver
No.yy) is presented in Table 2. A thermistor ‘‘TT0’’
from Tewa Temperature Sensors Ltd. was installed in
the middle of the line between US transducer No.3 and
No.7 using a similar installation method. All the cables
were placed in PVC tubes for better protection.

Experimental procedure

First, the bridge was monitored for 24 h on 6 October
2019, to study the temperature influence and to esti-
mate the FT . The measurement interval was 5 min;
thus, each transducer combination recorded 288 US
signals. Four days later, a small-scale load test was per-
formed. For the purpose of checking the whole experi-
mental setup, the bridge was first monitored for 50 min
from 08:18:28 to 09:04:32 on 10 October 2019, without
any load. Then, a load test was performed by a 16 ton
truck to study the influence of the load on the bridge as
well as the performance of SO807 on order to evaluate
the new installation method. The wheelbase of the
truck was 3.6 m and the track was 2.05 m. The truck

Figure 2. Transducer SO0807, sensor installation module, and
thermistor TTO.

Figure 3. Longitudinal section of the tested specimen in
laboratory.
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was placed in 21 positions (from A1 to C7) along three
axes. Seven signals were recorded by each transducer
combination at each truck location. The distance
between every two positions from 1 to 6 was around
2 m and 4 m between positions 6 and 7. Axes A and C
passed through the top of the transducers and are

parallel to axis B, which was the midline of the bridge.
The lengths of axes A, B, and C are around 37.74,
36.31, and 35 m. The layout of the truck positions and
transducer locations is presented in Figure 7. The mea-
surement periods on axes A, B, and C were from
09:12:45 to 10:08:11, from 10:11:25 to 11:07:29, and
from 11:19:03 to 12:15:03, respectively. Measurement
on each line lasted around 56 min.

Experimental results

US signals and noise

Environmental noise. All eight US transducers were per-
formed as receivers to record the ambient environmen-
tal noise. The noises appeared randomly, but they all
had similar amplitude and frequency components. The
noises are most likely electromagnetic noise caused by
the power line. Noises recorded by transducer No. 3
from group A and No. 5 from group C are, for exam-
ple, presented in Figure 8 for instance. Their amplitudes

Figure 4. Diagram of the whole installation process.

Table 2. Distance between transmitter–receiver (S-E)
combinations in m.

S-E S01E02 S01E03 S02E03 S02E04

Distance 1.14 m 1.37 m 0.86 m 1.58 m
S-E S04E03 S07E05 S07E06 S07E08

Distance 1.09 m 1.55 m 1.07 m 1.12 m
S-E S05E06 S08E06

Distance 1.24 m 1.77 m

S-E: transmitter–receiver.

Figure 5. (a) Detect reinforcement by GPR, (b) drill hole, (c)
seal the gap, and (d) pump in grout.

Figure 6. Actual position of all SO807 transducers and
thermistor.
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varied in the range 630 mV, which were relatively low,
and the main noise frequencies were less than 40 kHz.

US signals. Figure 9 depicts a raw US data recorded by
the data acquisition system used in this experiment.
Due to the electromagnetic interference, a cross-talk
was recorded when the excitation signal was triggered
at 0.1 ms. A pre-processing procedure was required to
remove the offset and crosstalk from the raw US data.
Details of the procedure are presented in
Niederleithinger et al.21 A pre-processed US signal
recorded by transducer combination S02E03 and its
corresponding amplitude spectrum (FFT) are illu-
strated in Figure 10 in black. Transducer SO807 is

Figure 7. Sketch of the bridge, position of all sensors in top view, and all truck (load) positions along three lines.

Figure 8. Environmental noise recorded by transducer Nos 3
and 5.

Figure 9. Raw US data recorded by the data acquisition
system.

Figure 10. US data recorded by transducer combination
S02E03 filtered by a band-pass filter with two passbands and
their corresponding amplitude spectrum (FFT).

Wang et al. 7



supposed to be most sensitive to 62 kHz, which is its
central frequency. Thus, one of the main frequency dis-
tribution centers of the US signal is around 62 kHz.
However, the other frequency components were distrib-
uted around 25 kHz. The authors assume that this is
due to the stronger attenuation of higher frequency
components and noise. To focus on the central fre-
quency of SO807, the lower frequency components
were filtered by a Butterworth band-pass filter (pass-
band (40 kHz, 90 kHz), order 3) along with the noise.
The filtered signal is shown in Figure 10 in red.

In general, when waves propagate through a different
medium (i.e. from grout to concrete), they are often par-
tially transmitted and partially reflected at the interface.
That is to say, the wave can have some energy loss. The
average energy of the filtered US signals recorded by all
transducer combinations is presented in Table 3. By com-
parison, it is found that the signals recorded by transdu-
cers from group A had higher energy than those recorded
by transducers from group C, with one exception:
S07E08. There are various possible causes for this energy
difference, for example, the coupling condition between
transducer and concrete, varying reinforcements distribu-
tion, or existing voids or holes in the structure created for
another purpose which appeared in-between or close to
the direct path between two US transducers.

Coupling condition examination. As SO807 is a piezoelec-
tric transducer, US signals are generated by the expan-
sion and contraction of its piezoelectric ceramics part.
When the transducer and concrete are coupled per-
fectly, the concrete absorbs the vibration of the piezo-
electric ceramics part immediately. However, when the
coupling condition is not ideal, the remaining vibration
generates extra current and sends it back through the
cable, which affects the cross-talk. Figure 11 depicts
the crosstalk of two signals recorded under two cou-
pling conditions. The imperfect coupling condition
caused a damping of the crosstalk. Unfortunately, in
this study, all eight SO807 transducers had imperfect
coupling to the concrete. Nonetheless, their perfor-
mance in this experiment still met the expectation that
the US signals recorded by the SO807 transducers can

be used to detect the temperature variation and differ-
ent load positions. It is presumed that there are two
types of imperfect coupling conditions. One is caused
by the weathering of the grout, which creates a fine gap
between the grout and the concrete. In this case, the
US signal energy has a great loss. The other type is
caused by the different damping ratio of the grout,
which prevents the vibration energy of the ceramic part
being absorbed in a short period.

Twenty-four-hour monitoring

The bridge was monitored for 24 h. dV/Vs measured by
transducer combination S01E02 and S07E08 are shown
in Figure 12 as examples. During this period, the inter-
nal temperature of the bridge decreased 1�C from
11.5�C to 10.5�C. The dV/Vs increased almost linearly
with the temperature. The slopes of the linear regression
of the temperature-velocity curves are considered as the
FT . The FT s of all the transducer combinations are
listed in Table 4 as FT 1. Most of the FT s are around
20.1%/�C; the largest value was 20.157 %/�C, mea-
sured by transducer combination S02E03. Prior studies
have obtained different FT s in different structures and
under different temperature ranges. These FT s are
summarized in Table 5. The FT s calculated in this
study correspond well to the existing studies.

Fifty-minute non-load monitoring

The CC and dV/V measured by six transducer combina-
tions located in both box girders, as well as the tempera-
ture variation, are shown in Figure 13 as an example. In
comparison with the first reference signal, the maximum
CC change was measured by transducer combination
S07E05, which decreased to 0.9976. The maximum rela-
tive velocity change measured by these six transducer
combinations was 1310�2%, and the minimum was
6310�4%. The CC of transducer combinations from
group A varied less and more smoothly than that of
transducer combinations from group C, for the reason
that the CC measured the similarity of the signals, and
the amplitudes of signals which had stronger energy were
less affected by unexpected factors (i.e. noise). However,

Table 3. Average US signal energy of all transducers in mV2.

S-E S01E02 S01E03 S02E03 S02E04

Energy 563 mV2 578 mV2 4214 mV2 481 mV2

S-E S04E03 S07E05 S07E06 S07E08

Energy 1491 mV2 115 mV2 285 mV2 1012 mV2

S-E S05E06 S08E06

Energy 139 mV2 161 mV2

S-E: transmitter-receiver. Figure 11. Influence of coupling condition on crosstalk at 1 ms.
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these signals were more sensitive to the relative velocity
variation caused by the influence factors studied in this
article (load and temperature). Temperature variation of
less than 0.1�C was not detectable by the thermistor.
Thus, the FT cannot be estimated by this monitoring.
As the velocity increased linearly, the authors assume
that the temperature decreased slightly.

Load test

Temperature variation during the load test. The load test
started at 09:12:45 and lasted for 3 h (around 1 h for

each line). The temperature variation is shown in
Figure 14 in black. The temperature increased by about
0.5�C during the whole load test. Due to the accuracy
limit of the thermistor, the temperature fluctuated
strongly by 60.1�C. Assuming that the temperature
remained the same during the measurement in each
truck position, the average of all seven temperature
measurements at each position was considered as the
temperature (Figure 14 in red).

Example of temperature-compensated dV/V. dV/V curves
measured by transducer S02E03 along three lines are

Table 4. FT of all transducer combinations estimated by the slope of temperature-velocity curve (FT1) measured during the 24-h
monitoring and calculated according to the load test by equation (5)(FT2).

S-E S01E02 S01E03 S02E03 S02E04 S04E03 S05E06 S07E05 S07E06 S07E08 S08E06

FT1 (%/�C) 20.072 20.104 20.157 20.125 20.131 20.037 20.006 20.100 20.082 20.025
FT2 (%/�C) 20.032 20.032 20.015 20.030 20.040 20.042 20.035 20.030 20.020 20.032

S-E: transmitter-receiver.

Table 5. FT s obtained in small-scale specimens and large structures in prior studies.

Study Object Size Temperature (�C) FT (%/�C)

Niederleithinger and Wunderlich42 Small-scale prism a 10 3 10 3 30 cm Heating 10% 50 ’20.087
Cooling 50& 10 ’20.037

Small-scale prism b 40 3 15 3 15 cm Heating 0% 50 ’20.06
Cooling 50& 0 ’20.04

Sun and Zhu33 Small-scale prism c 76 3 76 3 305 mm Environment 19 to 0 20.013
Damage level 1 20.038
Damage level 2 20.065
Damage level 3 20.092

Larose et al.50 Concrete slab 12 3 5.5 3 0.2 m Environment 19 to 0 20.15
Wang et al.52 Bridge girder 36 m Environment 7 to 12 ’20.02
Salvermoser et al.16 Bridge 94 3 12 3 0.5 m Environment 223 to 14 20.024 to 20.14

Figure 12. dV/V, temperature variation, and the corresponding dV/V-temperature curve measured by transducer combination
S01E02 and S07E08.
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illustrated in Figure 15. When the truck left the bridge,
dV/V returned to 20.009%, which was different from
the initial state. For transducer combination S02E03, a
temperature increase of 0.6�C led to a velocity loss of
0.009%; assuming the linear behavior, the FT of trans-
ducer combination S02E03 is then 20.015%/�C. FT s
of all transducer combinations are listed in Table 4 as
FT 2. Comparing to FT 1, the value of FT 2 is much
smaller and closer to the FT s found in another bridge
in Wang et al.52 And FT 2 was estimated by the signals
measured during the load test; thus, the temperature
effect in the dV/Vs was eliminated by FT 2. The curves
with circle markers represent the relative velocity varia-
tion without temperature compensation, and curves

with triangle markers describe the temperature compen-
sated dV/V. dV/V successfully detected the 21 positions
of the truck. However, the dV/V in each truck position
did not remain stable but rather increased slightly, this
being due to the residual influence of the previous truck
position. The concrete takes time to recover to a stable
state because of the creep effect. When the truck moved
along line A, the dV/V decreased with a bigger range,
as transducer combination S02E03 was located in the
middle part of the line A. Likewise, the dV/V along line

Figure 13. Correlation coefficient and relative velocity change of six transducer combinations during 50 min without load.

Figure 14. Temperature variation during the whole load test
and average temperature of each truck position (O: without
load).

Figure 15. Relative velocity change and temperature
compensated velocity change of transducer combination S02E03
in all seven positions of each lines.

10 Structural Health Monitoring 00(0)



C decreased the least. As one can see, the temperature-
induced dV/V compensation for lines A, B, and C
increased gradually, which was following the tempera-
ture variation in Figure 14.

CC and temperature-compensated dV/V of all transducer
combinations. The CC and temperature-compensated
dV/V measured by all transducer combinations are illu-
strated in Figures 16 and 17. The CC presented here is
not temperature compensated as the CC is non-unique.
The CC is not directly related to the elastic property of
the material or the wave velocity change. Having said
that, the CC can still provide some useful information

as it measures the similarity between signals. Different
truck positions can still be identified from some of the
CC curves. It is notable that the CC of transducer com-
bination S05E06 did not provide any useful informa-
tion as it fluctuated too much. The average energy of
the signals recorded by this transducer combination
was 139 mV2, which was weak, inferring that the cou-
pling condition between transducer No. 5 and the con-
crete was poor. When transducer No. 5 was used as a
transmitter, the wave energy had a more significant
loss.

The dV/Vs measured by transducer combinations
from groups A and C are well separated. According to
Figure 17 (left), when the truck moved along line A

Figure 16. Correlation coefficient of all transducer combinations in all positions.

Figure 17. Temperature compensated relative velocity change of all transducer combinations in all positions.
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from position 1 to position 7, the dV/V of the transdu-
cer combinations from group A detected these different
positions. The dV/V reached its lowest value when the
truck moved to positions 3 and 4, which were located
right above the transducers. The dV/V of the other
transducer combinations from group C decreased to
their minimum value when the truck was in position A1
and then started to increase approximately uniformly
until it reached position A7. Because the truck was not
located directly on line C, the influence of the load on
the transducers from group C was lower. The effect of
the load and of the residual influence from the previous
truck position was superposed. Compared to when the
truck was on line A, when the truck moved along line
B, the overall dV/V of all group A transducer combina-
tions increased and that of group C transducer combi-
nations decreased, as the truck moved away from line
A and got closer to line C. Figure 17 (right) shows the
dV/V variation when the truck moved along line C.
Most of the transducer combinations detected the dif-
ferent truck positions. Even transducer combination
S05E06, which provided useless CC information, iden-
tified position C1, C2, and C3. When comparing the
three dV/V graphs for the three lines, transducer com-
binations located along line A provided the clearest
result for all 21 truck positions.

Discussion

There is a big difference between FT 1 s and FT 2 s, as
shown in Table 4. The FT 1 s were measured 4 days
before the load test using the gradient of the
temperature-velocity curves, while the FT 2 s were sim-
ply calculated by the quotient of the dV/V difference
and temperature difference before and after the load
test, assuming their linear relation. When removing the
temperature effect from the dV/Vs by FT 1, the dV/Vs
detected by some transducer combinations exceeded 0,
which is unusual, because, even if the creep effect still
exists, the tensile stress should lead to a wave velocity
decrease. Hence, we use FT 2 to eliminate the
temperature-induced dV/V. There are some possible
causes for this error. As the accuracy of the thermistor
was not high enough, the temperature values could
have fluctuated too much. When the temperature chan-
ged in a range smaller than 0.6�C, which is at the
boundary of resolution, the Tend and Tstart might not
present the actual temperature precisely. There was
only one thermistor installed inside the middle part of
the box girder, the temperature field inside the bridge is
inhomogeneous; thus, there might have been a time
shift between the outer and inner parts.53 Despite this,
this study still proposed an idea to remove the tempera-
ture effect, which works well.

During the 50-min non-load monitoring, the tem-
perature variation was less than 0.1�C. The dV/V result
validates the high sensitivity of the CWI method in
detecting weak temperature-induced wave velocity var-
iation with a resolution of 1024%. The CC measured
by higher energy US signals was less affected by the
external factors. On the contrary, higher energy signals
are more sensitive in detecting the weak velocity change
and provide a more accurate dV/V curve.

Different truck positions were successfully detected
by most of the transducer combinations to varying
degrees. As the influence of the load on the bridge is
greater and more direct than the temperature, unlike
the non-load monitoring, the CC curves of all the trans-
ducer combinations which recoded higher energy sig-
nals decreased more and provided a more recognizable
result for truck position identification. The influence of
the temperature on the CC cannot be compensated.
Along with the temperature increase, the CC values on
lines A, B, and C decreased gradually.

The temperature-induced velocity variation was
eliminated from the dV/V. The transducer combina-
tions from group A had the best performance when the
truck moved along all three lines, as the signals
recorded by these transducer combinations have higher
energy. They are more sensitive in detecting stress-
induced velocity variation. When the truck moved
along line A, due to the low energy of the signal, differ-
ent truck positions could hardly be identified by the
dV/V of the transduce combinations from group C.
Nevertheless, when the truck moved along line C, dV/
V measured by transducer combinations from group C
decreased more than that measured by transducer com-
binations from group A. Besides, the length of line A
was 37.74 m, which is 2.74 m longer than line C.
Accordingly, the deflection caused by the truck on line
A was bigger than on line C. This will also increase the
velocity loss.

Conclusion and outlook

This study shows the feasibility of installing the SO807
embedded US transducers inside an old bridge using a
unique installation method. The extremely high sensi-
tivity of the CWI method in detecting load and tem-
perature variation is validated. Although the coupling
condition between the US transducers and concrete was
not perfect, as a preliminary test stage, the performance
of the US transducers was still satisfactory. In order to
improve the coupling degree, different types of grout
should be studied. As the damping appearing in the
crosstalk was caused by the vibration of the transducer,
an exponential curve-fitting model might be created to
quantify the coupling condition. More experiments
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studying and re-verifying the temperature effect elimi-
nation method should be performed in the laboratory.
A reference specimen should be prepared and precise
internal temperature should be recorded with a higher
degree of accuracy.

The data acquisition system used in this study can
collect data continuously and support remote control.
Thus, the whole system provides an option for long-
term monitoring. The influence of the temperature on
the bridge is not negligible, and it is one of the main
influence factors on wave velocity variation. The ther-
mistor has a lack of accuracy in the load test; however,
it is accurate enough for long period monitoring. For
long-term SHM, there is no need to eliminate the tem-
perature influence. It is suggested that the temperature
be used as a source. Bridge condition can be estimated
by the temperature-included FT . Thus, it is planned to
monitoring the bridge for a longer period (i.e.
6 months) to gain a better understanding of the FT .

The load at different truck positions was well
detected. The next step is to quantify the load-induced
velocity change and obtain the stress–velocity relation-
ship, as Planès and Larose presented. In this case, the
measurement will be finished in a short period of time,
while the influence of the temperature will be negligible.
Trucks of different weights will be placed at the same
position (e.g. at the center of the bridge). Strain sensor
should be installed to capture the internal stress change.
The factor FS related to the health state of the structure
can be observed from the slope of the linear regression
of the dV/V-load curve.

If the coupling problem can be solved, then all the
transducers will have similar performance. Thus, it is
recommended to reduce the transducer numbers in
practical applications. For example, only two US trans-
ducers installed in the middle of the bridge would be
enough. Multiple US transducers can be also installed
along the length of the bridge at intervals of 2 m to
cover a larger area. The authors conclude that there are
two ways to evaluate the bridge condition, the first one
being temperature-induced FT for the purpose of long-
term SHM. Data will be collected continuously with a
larger measuring interval (i.e. 0.5 h) and be processed
directly. Monthly or weekly FT can be obtained to
monitor the bridge. The second method is based on the
temporary in-field NDT measurement using trucks
with different loads to obtain the stress-induced FS .
This examination could be done twice a year. As we are
still in the early stage of the research, more studies and
experiments have to be done to have a better under-
standing of FS and FT . The threshold of FS and FT

should be defined to find the concrete condition transi-
tion between healthy and damaged. An SHM standard
using FS and FT could then be set in the future.

In conclusion, the installation method and the CWI
technique for SHM have great potential and have a lot
of room for expansion.
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